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#### Abstract

The increasing complexity of power grids makes hardware-in-the-loop simulations of electrical power systems more and more interesting for the industry. The simulation models are typically large. They often have to be split and used on several hardware platforms to allow efficient computations. Finding an appropriate position for splitting the simulation model requires expert knowledge about the electrical power system itself and about the functionality and limitations of the simulation hardware. In this paper, we present criteria that have to be taken into account when splitting an electrical power system model into subsystems. These criteria can serve as a basis for a systematic model splitting algorithm, which requires no special expert knowledge.


## 1. Introduction

Environmentally friendly energy concepts involve regenerative energy as the main source of energy. Power is generated from infinite natural resources such as wind, water, and the sun with nearly no emissions. Smart grids and smart houses typically include various regenerative energy installations, such as photovoltaic and solar thermal devices as well as wind turbines. However, developing such power systems is challenging, because the energy output of regenerative energy systems fluctuates throughout the day. Depending on the weather conditions, there are times of increased power generation and times of low power generation. A rough estimate of the expected energy output can be taken from the weather forecasts - but this data is just as unreliable as the weather itself. This is why the systems have to be highly flexible. They need smart control units to cope with the variations in power generation and demand, as well as sensible energy management systems, which shift less time-critical actions to times of high energy output.

Due to the increasing complexity of power grids, the interest in hardware-in-the-loop (HIL) simulations for power electronics and power electrical circuits, as well as for smart grids, is also increasing. HIL simulation is a well-known approach for testing control units in the automotive industry: The real plant is replaced by a real-time system that captures the outputs of the control unit, computes the reaction of the plant and returns the control values to the control unit. This allows for testing in the laboratory under reproducible conditions and reduces the risk of accidents when the real plant is used.

Creating real-time-capable models of power grids is an ambitious task due to the high number of components and the fast switching of power electronics. In most applications, the model has to be split into submodels that can be simulated in parallel on multiple cores, processors or FPGAs for an efficient real-time simulation of power grids.

Different approaches for splitting large simulation models into submodels have been described in the relevant literature, e.g., [1], [6] and [11]. In general, there are several properties that contribute to successful model splitting. First of all, the coupling of the subsystems should simulate the real behavior and especially maintain stability. Moreover, the subsystems' computational complexity and memory consumption should be more or less evenly distributed.

This paper investigates the criteria that evaluate different positions of the separation interface and support the user in finding the suitable positions for an efficient model separation.

The outline of the paper is as follows: section 2 summarizes the relevant basics of circuit simulation and illustrates them with an example. Section 3 deals with the principal approach for splitting electrical circuits and outlines the important properties for a suitable partitioning into submodels. Section 4 illustrates the main idea of this paper. It presents a systematic model splitting process that enables the user to find adequate splitting positions. This section also describes the mathematical background for the main steps of the procedure. Afterwards, section 5 discusses splitting positions as per the examples. The paper closes with a conclusion in section 6 .

## 2. Basics on the State-Space Approach for Circuit Simulation

Specialist literature provides various algorithms and modeling approaches for simulating electrical power systems, e.g., [4], [10]. However, a discrete state-space approach as described in [3] is used as the basis for the computations and evaluation in this paper. For this approach, the physical model of the circuit consists of a linear and a nonlinear part. While the linear part (variables with subscript $L$ ) describes all passive devices of the circuit by a state-space representation, the nonlinear part consists of switching conductances and logics (variables with subscript $N L$ ). Figure 1 provides an example for this approach.


Fig. 1: Illustration of the state-space modeling approach.
The semiconductor switches in Fig. 1a are replaced by voltage-controlled current sources, as shown in Fig. 1b. Thus, the currents of the switches $i_{D 1}, i_{D 2}$, and $i_{T 1}$ can be interpreted as a vector of input values $\mathbf{u}_{N L}$ and the switch voltages $v_{D 1}, v_{D 2}$, and $v_{T 1}$ as output values $\mathbf{y}_{N L}$ of a continuous state-space representation with matrices $\mathbf{A}$ (continuous system matrix), $\mathbf{B}$ (input matrix), $\mathbf{C}$ (output matrix), and $\mathbf{D}$ (feed-through matrix). The values $G_{D 1}, G_{D 2}$, and $G_{T 1}$ are the conductance values of the switching elements and $\mathbf{G}=\operatorname{diag}\left(G_{D 1}, G_{D 2}, G_{T 1}\right)$ is the conductance matrix. While a conducting semiconductor is represented by a small resistance, $G_{o n}=R_{o n}^{-1}$, the off-state is represented by an infinite resistor, i.e., $G_{\text {off }}=0$.

The resistors $R_{s m 1}$ and $R_{s n 2}$ are artificial snubbers. They were added to avoid derivatives of the input to enable the description of the linear part as state-space representation.
As depicted in Fig. 2a, the switch voltages $\mathbf{y}_{N L}$ are fed back as switch currents $\mathbf{u}_{N L}$ by the extended conductance matrix

$$
\tilde{\mathbf{G}}=\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0}  \tag{1}\\
\mathbf{0} & \mathbf{G}
\end{array}\right] .
$$

The switch state is determined by switching events, which are detected by the simple switching logics shown in figure 2 b (as an example for a diode and a MOSFET). Combining the extended conductance matrix with the continuous state-space representation yields a switch-state-dependent state-space representation:

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A}^{(\xi)} \mathbf{x}+\mathbf{B}^{(\xi)} \mathbf{u}, \mathbf{y}=\mathbf{C}^{(\xi)} \mathbf{x}+\mathbf{D}^{(\xi)} \mathbf{u} \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{A}^{(\xi)}=\mathbf{A}+\mathbf{B} \mathbf{G}^{(\xi)} \mathbf{N C}, \mathbf{B}^{(\xi)}=\mathbf{B}+\mathbf{B} \mathbf{G}^{(\xi)} \mathbf{N D}, \mathbf{C}^{(\xi)}=\mathbf{N C}, \mathbf{D}^{(\xi)}=\mathbf{N D}, \mathbf{N}=\left(\mathbf{I}-\mathbf{D} \tilde{\mathbf{G}}^{(\xi)}\right)^{-1} \tag{3}
\end{equation*}
$$

Therein, I represents the identity matrix and $\xi$ indicates the $\xi$-th switch state. Due to the combination, the input $\mathbf{u}_{N L}$ is no longer necessary and the relevant entries in the feedthrough- and input-matrices can be omitted. Thus, the input vector $\mathbf{u}$ reduces to $\mathbf{u}_{L}$. After discretizing the state-space representation, e.g., by using the Tustin or Backward Euler method [7], the following matrices of a switch-statedependent, discrete state-space representations are obtained:

$$
\begin{align*}
& \mathbf{x}_{k+1}=\boldsymbol{\Phi}^{(\xi)} \mathbf{x}_{k}+\mathbf{H}^{(\xi)} \mathbf{u}_{L, k}  \tag{4}\\
& \mathbf{y}_{k}=\mathbf{C}_{\mathbf{d}}^{(\xi)} \mathbf{x}_{k}+\mathbf{D}_{\mathbf{d}}^{(\xi)} \mathbf{u}_{L, k} \tag{5}
\end{align*}
$$

Here, $\boldsymbol{\Phi}^{(\xi)}, \mathbf{H}^{(\xi)}, \mathbf{C}_{\mathbf{d}}^{(\xi)}$, and $\mathbf{D}_{\mathbf{d}}^{(\xi)}$ are the discrete system, input, output, and feed-through matrix for the $\xi$-th switch state. These representations in combination with the switching conditions yield the overall simulation algorithm, shown in Fig. 2c. Because of the dependency between the output- and feed-through-matrix and the switch-state $\xi$, the output equation (5) must be iterated for detecting conditional switching events.


Fig. 2: a) Description of the overall circuit using voltage-controlled current sources.
b) Switch logic for diode and MOSFET.
c) Simulation algorithm of the described simulation approach.

## 3. Splitting of Power Electrical Circuits

Figure 3 shows an exemplary model splitting between the resistor $R_{1}$ and the inductor $L_{1}$ of the example in Fig. 1. The coupling values $i_{\text {IIII }}$ and $v_{\text {IIII }}$ are taken from the inductor current $i_{L 1}$ and the voltage of the corresponding measurement on the left part $v_{R C}$ (Fig. 2b). The measurement values in one subsystem
are source values in the other subsystem and vice versa. Both subsystems are represented by discretized switch-state-dependent state-space representations according to reference [3].


Fig. 3: Exemplary model splitting of the example in Fig. 1a.
As illustrated in Fig. 3c, $i_{\mathbf{I}, \mathbf{I I}, k}$ is part of the input vector of the first subsystem ( $\mathbf{u}_{\mathbf{I}, k}$ ) and the output vector of the second subsystem $\left(\mathbf{y}_{\mathbf{I I}, k}\right)$. The opposite applies for the voltage $\mathbf{v}_{\mathbf{I I I}, \mathrm{I}, k}$. This results in an implicit coherence (algebraic loop). A simple and pragmatic way to break these loops is to insert additional delays between the measurements and sources at the splitting position. They allow for the parallel computation of both parts. Regarding the computation effort and the ability to implement this on FPGAs, this approach is very efficient and does not increase the computation time significantly. However, splitting positions might exist where the delays influence the simulation quality, and, in a worst-case scenario, even yield an unstable simulation. This paper primarily deals with approaches to find stable and accurate splitting positions.
In general, the following effects have to be considered to find a suitable position for the model splitting interface:

## Conditional switching events:

Switching events (known as forced switching events) are controlled by external values such as the gate signal $g$ of the MOSFET, while others (known as natural switching events) evaluate internal values, such as the diode voltage. Furthermore, forced switching events can trigger other natural switching events, which must be dealt with immediately. Conditional switching must be limited to one subsystem to ensure a correct switch state detection and keep the computation effort low.
Stiff coupling:
The reaction of one subsystem to another must be slow to simplify the solution of implicit equations and yield accurate simulation results.

## Effective calculation of implicit coherence:

The splitting interface should be positioned in such a way that the implicit equations can be solved efficiently by the real-time system. For example, divisions on FPGA-based real-time systems should be avoided because they are very time-consuming.

## 4. A Systematic Model-Splitting Procedure

To consider the requirements mentioned at the end of the previous section, the procedure shown in Fig. 4 is the proposed approach. It starts with the overall circuit that is not split yet. Afterwards, components that lead to dependent state variables are detected and highlighted in the circuit. In these groups of dependent states, the circuit must not be divided. Based on the continuous state-space representation,
which is determined in the third step and represents the continuous linear part of the described modeling approach, switch groups are detected. They are also highlighted in the circuit to illustrate the dependencies and make it easier for the user to insert possible separation interfaces.


Fig. 4: Illustration of the systematic model splitting procedure.
Based on the information about dependent states and switches, the user inserts the separation interface at all remaining and interesting positions. Every candidate for the splitting is automatically evaluated successively regarding stability and accuracy properties as well as hardware limitations, such as memory consumption and maximum dimension of the state-space representations. Finally, a report is generated, which includes appropriate recommendations. The following subsections describe the different steps in detail, except for the circuit analysis and discretization. The descriptions for these steps can be found in references [7] and [9], respectively.

### 4.1 Dependent Components

Two types of dependent components can be directly detected and highlighted in the unsplit circuit to reduce the possible positions of the splitting interfaces and make the insertion of the splitting interfaces easier for the user.

## Dependent state variables

Loops of capacitors such as the capacitors $C_{1}$ and $C_{2}$ in the example or nodes that connect branches of inductances indicate dependent state variables. In this case, one of the capacitor voltages of the loop or one of the inductor currents of the node are forced by the other. This represents a direct stiff coupling, which must not be separated. Thus, searching for appropriate loops or nodes in a netlist is mandatory.

## Switch group detection

As explained in section 2, the switch-dependent conductance matrix $\mathbf{G}$ feeds back the switch voltages $\mathbf{y}_{N L}$ as switch currents $\mathbf{u}_{N L}$ while the feed-through submatrix $\mathbf{D}_{22}$ represents the direct influence without any delays from the switch current $\mathbf{u}_{N L}$ back to the switch voltages $\mathbf{y}_{N L}$ :

$$
\left[\begin{array}{l}
\mathbf{y}_{L}  \tag{6}\\
\mathbf{y}_{N L}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{C}_{1} \\
\mathbf{C}_{2}
\end{array}\right] \cdot \mathbf{x}+\left[\begin{array}{ll}
\mathbf{D}_{11} & \mathbf{D}_{12} \\
\mathbf{D}_{21} & \mathbf{D}_{22}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}_{L} \\
\mathbf{u}_{N L}
\end{array}\right] .
$$

Therefore, $\mathbf{D}_{22}$ describes the direct coupling between different switches and enables the detection of switch groups that should not be divided. To detect switch groups, every row $p$ of matrix

$$
\begin{equation*}
\mathbf{D}_{22}=\left(d_{22, p q}\right)_{p=1 . r, q-1 \ldots . . r}, \mathbf{D}_{22} \in \mathbb{R}^{r \times r} \tag{7}
\end{equation*}
$$

is evaluated row-by-row relative to column entries $d_{22, p q}$ that are unequal to zero. While the entries on the main diagonal represent the effects of the switch on itself, all other indicate a coupling between the $q$-th and the $p$-th switch. Regarding the splitting of a circuit into subsystems, the focus is on devices that change their switch state conditionally because of forced switching events. Thus, only those rows of $\mathbf{D}_{22}$ are evaluated that refer to devices whose switching is caused by natural events, e.g., diodes.

Additionally, to avoid multiple detection of switch groups because of the symmetry of $\mathbf{D}_{22}$ (cf. [4]), the entries unequal to zero, their mirrored entries on the main diagonal, and the entry of the main diagonal should be set to zero $\left(d_{22, p p}=d_{22, p q}=d_{22, q p}=0\right)$ after each evaluation of row $p$.

### 4.2 Evaluation of the Separation

As illustrated in Fig. 3 the separation of an electrical circuit leads to almost independent state-space systems, typically of lower dimensions. The only coupling between the subsystems is given through the coupling variables, more precisely, the currents and voltages at the splitting points. In this paper, the formulas are written down for only one splitting point to keep it simple. However, all the following considerations can be easily extended to the case of multiple splittings.
For the following considerations, the discrete state-space equations of two subsystems I and II are considered. The inputs of the subsystems are split into two categories: arbitrary inputs $\mathbf{u}_{\mathbf{I}, \mathrm{int}, k} / \mathbf{u}_{\mathrm{II}, \mathrm{in}, k}$ (typically splitting-independent sources within the subsystem) and inputs at the splitting point $\mathbf{u}_{\mathbf{I}, \mathbf{M s}, k} /$ $\mathbf{u}_{\mathbf{I I}, \mathbf{M s}, k}$. Similarly, for each subsystem the output vector is also split into arbitrary outputs (typically splitting-independent measurements within the subsystem as well as switch voltages) $\mathbf{y}_{\mathbf{I}, \mathbf{m}, k} / \mathbf{y}_{\mathbf{I I}, \mathbf{m}, k}$ and outputs at the splitting point $\mathbf{y}_{\mathbf{I}, \mathbf{M S}, k} / \mathbf{y}_{\mathbf{I I}, \mathbf{M S}, k}$. The subscript $(\alpha)$ and $(\beta)$ represent the switch states of subsystem I and II, respectively. This leads to the following state-space equations:

## Subsystem I

Subsystem II

$$
\mathbf{x}_{\mathbf{I I}, k+1}=\boldsymbol{\Phi}_{\mathbf{I I}}^{(\beta)} \mathbf{x}_{\mathbf{I I}, k}+\left[\begin{array}{ll}
\mathbf{H}_{\mathbf{I I}, \mathbf{u}}^{(\beta)} & \mathbf{H}_{\mathbf{I I}, \mathbf{M S}}^{(\beta)}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{\mathbf{I I}, \mathbf{i n t}, k}  \tag{9}\\
\mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}
\end{array}\right],\left[\begin{array}{c}
\mathbf{y}_{\mathbf{I I}, \mathbf{m}, k} \\
\mathbf{y}_{\mathbf{I I}, \mathbf{M S}, k}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{C}_{\mathbf{d I I}, \mathbf{m}}^{(\beta)} \\
\mathbf{C}_{\mathbf{d I I}, \mathbf{M S}}^{(\beta)}
\end{array}\right] \mathbf{x}_{\mathbf{I I}, k}+\left[\begin{array}{cc}
\mathbf{D}_{\mathbf{d I I}, \mathbf{m}, \mathbf{u}}^{(\beta)} & \mathbf{D}_{\mathbf{d I I} \mathbf{m}, \mathbf{M S}}^{(\beta)} \\
\mathbf{D}_{\mathbf{d I I}, \mathbf{M S}, \mathbf{u}}^{(\beta)} & \mathbf{D}_{\mathbf{d I I}, \mathbf{M S}, \mathbf{M S}}^{(\beta)}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{\mathbf{I I}, \mathbf{i n t}, k} \\
\mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}
\end{array}\right]
$$

The two subsystems are coupled via the in- and outputs at the splitting points: $\mathbf{u}_{\mathrm{II}, \mathrm{Ms}, k}=\mathbf{y}_{\mathbf{I}, \mathrm{Ms}, k}$,
$\mathbf{u}_{\mathbf{I}, \mathbf{M S}, k}=\mathbf{y}_{\mathbf{I I}, \mathbf{M S}, k}$. Equation (8) and (9), together with the coupling equations can be transformed to the following representation:

Subsystem I

$$
\begin{align*}
& \mathbf{x}_{\mathbf{I}, k+1}=\boldsymbol{\Phi}_{\mathbf{I}}^{(\alpha)} \mathbf{x}_{\mathbf{I}, k}+\mathbf{H}_{\mathbf{I}, \mathbf{u}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \mathbf{\text { int } , k}}+\mathbf{H}_{\mathbf{I}, i, \mathbf{M S}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \mathbf{M S}, k}, \quad \mathbf{y}_{\mathbf{I} \mathbf{m}, k}=\mathbf{C}_{\mathbf{d I}, \mathbf{m}}^{(\alpha)} \mathbf{x}_{\mathbf{I}, k}+\mathbf{D}_{\mathbf{d I}, \mathbf{m}, \mathbf{u}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \text { int }, k}+\mathbf{D}_{\mathbf{d I}, \mathbf{m}, \mathbf{M S}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \mathbf{M S}, k}  \tag{10}\\
& \mathbf{y}_{\mathbf{I}, \mathbf{M S}, k}=\mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}=\mathbf{C}_{\mathbf{d I}, \mathbf{M S}}^{(\alpha)} \mathbf{X}_{\mathbf{I}, k}+\mathbf{D}_{\mathbf{d I}, \mathbf{M S}, \mathbf{u}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \mathrm{int}, k}+\mathbf{D}_{\mathbf{d I}, \mathbf{M S}, \mathbf{M S}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \mathbf{M S}, k} \tag{11}
\end{align*}
$$

Subsystem II

$$
\begin{align*}
& \mathbf{x}_{\mathbf{I I}, k+1}=\boldsymbol{\Phi}_{\mathbf{I I}}^{(\beta)} \mathbf{x}_{\mathbf{I I}, k}+\mathbf{H}_{\mathbf{I I J , u}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathbf{i n t}, k}+\mathbf{H}_{\mathbf{I I}, \mathbf{M S}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}, \mathbf{y}_{\mathbf{I I}, \mathbf{m}, k}=\mathbf{C}_{\mathbf{d I I}, \mathbf{m}}^{(\beta)} \mathbf{x}_{\mathbf{I I}, k}+\mathbf{D}_{\mathbf{d I I}, \mathbf{m}, \mathbf{u}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathrm{int}, k}+\mathbf{D}_{\mathbf{d I I}, \mathbf{m}, \mathbf{M S}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}  \tag{12}\\
& \mathbf{y}_{\mathbf{I I}, \mathbf{M S}, k}=\mathbf{u}_{\mathbf{I}, \mathbf{M S}, k}=\mathbf{C}_{\mathbf{d I I}, \mathbf{M S}}^{(\beta)} \mathbf{x}_{\mathbf{I I}, k}+\mathbf{D}_{\mathbf{d I I}, \mathbf{M S}, \mathbf{u}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathbf{i n t}, k}+\mathbf{D}_{\mathbf{d I I}, \mathbf{M S}, \mathbf{M S}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k} \tag{13}
\end{align*}
$$

After some reorganization of equations (11) and (13), the coupling behavior can be concluded in a system of linear equations:

$$
\left[\begin{array}{c}
\mathbf{u}_{\mathbf{I} \mathbf{M S}, k}  \tag{14}\\
\mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{W}_{\mathbf{I I}, k} \\
\mathbf{w}_{\mathbf{I}, k}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{D}_{\mathbf{d I I}, \mathbf{M S}, \mathbf{M S}}^{(\beta)} \\
\mathbf{D}_{\mathbf{d I}, \mathbf{M S}, \mathbf{M S}}^{(\alpha)} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}_{\mathbf{I}, \mathbf{M S}, k} \\
\mathbf{u}_{\mathbf{I I}, \mathbf{M S}, k}
\end{array}\right]
$$

with

$$
\begin{equation*}
\mathbf{w}_{\mathbf{I}, k}=\mathbf{C}_{\mathbf{d I}, \mathbf{M S}}^{(\alpha)} \mathbf{X}_{\mathbf{I}, k}+\mathbf{D}_{\mathbf{d I}, \mathbf{M S}, \mathbf{u}}^{(\alpha)} \mathbf{u}_{\mathbf{I}, \mathrm{int}, k} \text { and } \mathbf{w}_{\mathbf{I I}, k}=\mathbf{C}_{\mathbf{d I I}, \mathbf{M S}}^{(\beta)} \mathbf{x}_{\mathbf{I I}, k}+\mathbf{D}_{\mathbf{d I I}, \mathbf{M S}, \mathrm{u}}^{(\beta)} \mathbf{u}_{\mathbf{I I}, \mathrm{int}, k} . \tag{15}
\end{equation*}
$$

As can be seen, equation (15) depends only on the switch state of the relevant subsystem, while equation (14) depends on both switch states and yields $2^{n_{\alpha}+n_{\beta}}$ representations. Thus, this small system of equations can be solved numerically during simulation with low memory use. An overview of the deductive simulation algorithm is shown in Fig. 5. Starting with initial values $\mathbf{u}_{\mathbf{I}, \mathbf{M S}, 0}$ and $\mathbf{u}_{\mathrm{II}, \mathbf{M S}, 0}$ as well as $\mathbf{x}_{\mathbf{I}, 0}$ and $\mathbf{x}_{\mathbf{I I}, 0}$, parts I and II are calculated in parallel (equations (10), (12), and (15)).

Afterwards, on the basis of on $\mathbf{w}_{\mathbf{I}, k}$ and $\mathbf{w}_{\mathbf{I}, k}$, the implicit system of equations (14) is solved and $\mathbf{u}_{\mathbf{I}, \mathbf{M}, k}$ as well as $\mathbf{u}_{\text {II.мs.k }}$ are provided for the next simulation step. Methods for solving (14) in part III are discussed in the following subsections:


Fig. 5: Overview of the simulation algorithm for a circuit, separated in two parts.

## Direct solution:

The direct solution for solving (14), which is equivalent to (16), leads to a simulation algorithm similar to the State-Space Nodal Solver (cf. [6]).

$$
\left[\begin{array}{cc}
\mathbf{I} & -\mathbf{D}_{\mathrm{dII}, \mathrm{MS}, \mathrm{MS}}^{(\beta)}  \tag{16}\\
-\mathbf{D}_{\mathrm{dI}, \mathrm{MS}, \mathrm{MS}}^{(\alpha)} & \mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{\mathbf{I}, \mathrm{MS}, k} \\
\mathbf{u}_{\mathbf{I I}, \mathrm{MS}, k}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{w}_{\mathbf{I I}, k} \\
\mathbf{w}_{\mathbf{I}, k}
\end{array}\right]
$$

Regarding methods for solving systems of linear equations with constant coefficients, such as the LU decomposition, the condition number $\kappa$ (cf. [12]) is a measure that represents both convergence speed and accuracy of the solution.

## Fixed point iteration:

To avoid a high computation effort and getting a well-suited representation for FPGA-based simulation, the fixed point iteration that uses only a few steps is a good option and does not need divisions. In this case, equation (14) is reorganized to:

Therein $p$ represents the iteration step. For the fixed-point iteration, the spectral radius $\rho$ is a crucial criterion for stability and convergence speed [8]:

$$
\rho=\max \{\mathbf{e i g}(\mathbf{J})\}<1, \quad \mathbf{J}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{D}_{\mathrm{dII}, \mathrm{MS}, \mathrm{MS}}^{(\beta)}  \tag{18}\\
\mathbf{D}_{\mathrm{dI}, \mathrm{MS}, \mathrm{MS}}^{(\alpha)} & \mathbf{0}
\end{array}\right] .
$$

## Delay insertion:

The result cannot be equation (14) if the implicit equation is disrupted by inserting additional delays between the measurements and sources at the splitting position (cf. section 3). This occurrence yields the following system of equations, with independent rows.

The equations can be assigned to part I and II of Fig. 5, enabling a full parallel calculation. The delays at the splitting point ( $\mathbf{u}_{\mathbf{I}, \mathrm{MS}, k}=\mathbf{y}_{\mathrm{II}, \mathrm{MS}, k-1}$ and $\mathbf{u}_{\mathrm{II}, \mathrm{MS}, k}=\mathbf{y}_{\mathrm{I}, \mathrm{MS}, k-1}$ ) can be interpreted as discrete transfer functions, which can be considered in the discrete state space representation. This yields equations (20)(23) with an increased number of state variables:

Subsystem I

Subsystem II

Furthermore, the subsystems' descriptions can be combined to one overall discrete state-space representation given in (24), which can be evaluated for stability and accuracy reasons:

A simulation is stable, if for all occurring switch states the absolute values of the eigenvalues $\tilde{\lambda}_{j}$ are lower than one (cf. [13]). The differences between the $n$ eigenvalues of the overall unsplit discrete statespace representation $\left(\lambda_{i}\right)$ and the $m$ eigenvalues $\widetilde{\lambda}_{j}$ of the system described by (24) lead to a measure for accuracy, such as:

$$
\varepsilon=\sum_{\alpha, \beta} \sum_{j=1}^{m} \min _{i}\left\{\tilde{\lambda}_{j}-\overline{\lambda_{i}} \mid\right\}, \quad \bar{\lambda}_{i}=\left\{\begin{array}{cc}
\lambda_{i} & 0<i \leq n  \tag{25}\\
0, & n<i \leq m
\end{array}\right.
$$

Small values represent good splitting points, while higher values indicate less suitable choices.
The last paragraphs described different criteria that can be applied for rating a given splitting. With regard to a good splitting point choice, the LU decomposition can usually be applied to almost all arbitrary splitting points, but it needs divisions and high computation efforts for solving the implicit equation system. Thus, it is less suitable for fast simulations on FPGAs. The delay insertion has the opposite characteristics. The fixed-point iteration is a compromise between both methods, the
implementation is more robust than the delay insertion method and does not need divisions for computation. Despite the methods' criteria for stability, convergence speed, and accuracy, the limitations of every computation platform, e.g., the maximum dimension of the inputs, outputs, and state variables must be considered as well. To find an appropriate candidate for splitting, the hardware limitations must be checked beforehand. Depending on the chosen methods for solving (14), the relevant criteria are evaluated.

## 5. Simulation Results

In the following section, the results for the exemplary circuit diagram regarding the splitting positions shown in Fig. 6 are outlined.


Fig. 6: Examples for possible splitting positions in the circuit of Fig. 1a.
The splitting point (2) is not suitable, because $C_{1}$ and $C_{2}$ are linearly dependent. Splitting point (7) would separate the transistor $T_{1}$ and diode $D_{1}$, which represent a switch group. This splitting point must be avoided so that the correct conditional switching events of the diode can be computed. At first sight, all other illustrated splitting points in Fig. 6 might be suitable candidates. But stability and accuracy properties differ significantly. The result of the analysis is shown in Fig. 7.


Fig. 7: Analysis results: a-c) Criteria; d) Number of states; e) Memory consumption in KB.
While the diagrams in Fig. 7a to Fig. 7c show the values of the criteria and mark the unstable splitting points in dark gray and the stable ones in light gray, Fig. 7d and 7e present the distribution of the state variables to the subsystems and the memory consumption per subsystem. For the memory consumption, all possible switch states are considered.
The values of the criteria $\varepsilon, \rho$, and $\kappa$ are not directly comparable, because they have different meanings in general. For example, the spectral radius $\rho$ of the fixed point iteration needs to be less than one to guarantee stability, while the condition number is always greater than or equal to one. However, all three criteria lead to statements about stability and accuracy, and thus about the suitability of the respective method for the splitting point under consideration. For the circuit of Fig. 6, the evaluation of the criteria plotted in Fig. 7 leads to the following interpretations:

- (1) is not recommended, because delay insertion and fixed-point iteration are unstable and the direct solution is not well conditioned.
- (3) and (4) are well-suited independent of the chosen method. Thus, the delay insertion method is preferred because of the low computation effort.
- (5) is recommended only for applying the direct solution, because delay insertion is unstable and the spectral radius of the fixed-point approach is near one. The number of state variables and the memory consumption are well separated.
- (6) is desirable because of the well-separated state variables and the low memory consumption. However, it is not recommended for delay insertion and fixed-point iteration, because both are unstable. The direct solution may be used, but other splitting points are better conditioned.
- (8), (9), and (10) are stable independent of the used method. However, all switches are located in the first subsystem, which is not recommended, because of the high memory consumption.


## 6. Conclusion

This paper presented a mathematical formulation for splitting electrical circuit simulation models (statespace formulation) into almost independent subsystems that are coupled by voltages and currents at the splitting positions only. This mathematical formulation allows for different approaches to solve implicit coherences between different circuit parts. Three approaches were investigated in this document: the direct solution of the coupling equations (which leads to an approach similar to the state-space nodal method [6]), a fixed-point approximation of the coupling equations, and the simple and pragmatic delay insertion approach, which uses delays between the coupling voltage and current measurements (cf. [5]). Moreover, this paper proposed a process to support users in finding suitable splitting positions for their simulation models if the models must be computed on different hardware platforms due to model complexity. This includes the automatic detection of dependent states and switch groups, and the computation of the stability for given splitting positions and approaches. The rating of different splitting points was illustrated for a simple example.
In summary, in the future, the basic ideas of this paper will lead to a user-friendly splitting procedure that enables the user to distribute real-time computations to different hardware platforms for the specific electrical simulation model in a systematic way.
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